**7.4 Computer Memory**

Given that we are always going to store our data on a computer, it makes sense for us to find out a little bit about how that information is stored. How does a computer store the letter *`A'* on a hard drive? What about the value ![$\frac{1}{3}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAjBAMAAAEhUxacAAAALVBMVEXd3d13d3dVVVXu7u4zMzPMzMwRERGqqqqIiIhmZmb///9EREQAAAAiIiK7u7t5IERwAAAAAXRSTlMAQObYZgAAAGxJREFUGJVjWMWwimEJwypUCEGvwOQChtULQCQQLYMxoGgVnFhzCs6VAhJmu1Bk0Yg9YB1wYs8rFNmeKCCxGESsugUk5kThMwpKgAAyvQaNtkGRX3PmzJlTyOqXrGqEyO9RANO1q96imkcMDQCz5aum4r/ADgAAAABJRU5ErkJggg==)?

It is useful to know how to store information on a computer because this will allow us to reason about the amount of space that will be required to store a data set, which in turn will allow us to determine what software or hardware we will need to be able to work with a data set, and to decide upon an appropriate storage format. In order to access a data set correctly, it can also be useful to know how data has been stored; for example, there are many ways that a simple number could be stored. We will also look at some important *limitations* on how well information can be stored on a computer.

**7.4.1 Bits, bytes, and words**

|  |
| --- |
| Image CDsurfacecropped-0 |

|  |
| --- |
| The surface of a CD magnified many times to show the pits in the surface that encode information.[7.2](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/node55.html" \l "foot) |

The most fundamental unit of computer memory is the **bit**. A bit can be a tiny magnetic region on a hard disk, a tiny dent in the reflective material on a CD or DVD, or a tiny transistor on a memory stick. Whatever the physical implementation, the important thing to know about a bit is that, like a switch, it can only take one of two values: it is either “on” or “off”.
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A collection of 8 bits is called a **byte** and (on the majority of computers today) a collection of 4 bytes, or 32 bits, is called a **word**. Each individual data value in a data set is usually stored using one or more bytes of memory, but at the lowest level, any data stored on a computer is just a large collection of bits. For example, the first 256 bits (32 bytes) of the electronic format of this book are shown below. At the lowest level, a data set is just a series of zeroes and ones like this.

00100101 01010000 01000100 01000110 00101101 00110001

00101110 00110100 00001010 00110101 00100000 00110000

00100000 01101111 01100010 01101010 00001010 00111100

00111100 00100000 00101111 01010011 00100000 00101111

01000111 01101111 01010100 01101111 00100000 00101111

01000100 00100000

The number of bytes and words used for an individual data value will vary depending on the storage format, the operating system, and even the computer hardware, but in many cases, a single letter or character of text takes up one byte and an integer, or whole number, takes up one word. A real or decimal number takes up one or two words depending on how it is stored.

For example, the text *“hello”* would take up 5 bytes of storage, one per character. The text *“12345”* would also require 5 bytes. The integer 12,345 would take up 4 bytes (1 word), as would the integers 1 and 12,345,678. The real number 123.45 would take up 4 or 8 bytes, as would the values 0.00012345 and 12345000.0.

**7.4.2 Binary, Octal, and Hexadecimal**

A piece of computer memory can be represented by a series of 0's and 1's, with one digit for each bit of memory; the value 1 represents an “on” bit and a 0 represents an “off” bit. This notation is described as **binary** form. For example, below is a single byte of memory that contains the letter *`A'* (ASCII code 65; binary 1000001).

01000001

A single word of memory contains 32 bits, so it requires 32 digits to represent a word in binary form. A more convenient notation is **octal**, where each digit represents a value from 0 to 7. Each octal digit is the equivalent of 3 binary digits, so a byte of memory can be represented by 3 octal digits.

Binary values are pretty easy to spot, but octal values are much harder to distinguish from normal decimal values, so when writing octal values, it is common to precede the digits by a special character, such as a leading `0'.

As an example of octal form, the binary code for the character *`A'* splits into triplets of binary digits (from the right) like this: 01 000 001. So the octal digits are 101, commonly written 0101 to emphasize the fact that these are octal digits.

An even more efficient way to represent memory is **hexadecimal** form. Here, each digit represents a value between 0 and 16, with values greater than 9 replaced with the characters a to f. A single hexadecimal digit corresponds to 4 bits, so each byte of memory requires only 2 hexadecimal digits. As with octal, it is common to precede hexdecimal digits with a special character, e.g., 0x or #. The binary form for the character *`A'* splits into two quadruplets: 0100 0001. The hexadecimal digits are 41, commonly written 0x41 or #41.

Another standard practice is to write hexadecimal representations as pairs of digits, corresponding to a single byte, separated by spaces. For example, the memory storage for the text “just testing” (12 bytes) could be represented as follows:

6a 75 73 74 20 74 65 73 74 69 6e 67

When displaying a block of computer memory, another standard practice is to present three columns of information: the left column presents an **offset**, a number indicating which byte is shown first on the row; the middle column shows the actual memory contents, typically in hexadecimal form; and the right column shows an interpretation of the memory contents (either characters, or numeric values). For example, the test *“just testing”* is shown below complete with offset and character display columns.

0 : 6a 75 73 74 20 74 65 73 74 69 6e 67 | just testing

We will use this format for displaying raw blocks of memory throughout this section.

**7.4.3 Numbers**

Recall that the most basic unit of memory, the bit, has two possible states, “on” or “off”. If we used one bit to store a number, we could use each different state to represent a different number. For example, a bit could be used to represent the numbers 0, when the bit is off, and 1, when the bit is on.

We will need to store numbers much larger than 1; to do that we need more bits.

If we use two bits together to store a number, each bit has two possible states, so there are four possible combined states: both bits off, first bit off and second bit on, first bit on and second bit off, or both bits on. Again using each state to represent a different number, we could store four numbers using two bits: 0, 1, 2, and 3.

The settings for a series of bits are typically written using a 0 for off and a 1 for on. For example, the four possible states for two bits are 00, 01, 10, 11. This representation is called **binary** notation.

In general, if we use *k* bits, each bit has two possible states, and the bits combined can represent 2*k* possible states, so with *k* bits, we could represent the numbers 0, 1, 2 up to 2*k* - 1.

**7.4.3.1 Integers**

Integers are commonly stored using a word of memory, which is 4 bytes or 32 bits, so integers from 0 up to 4,294,967,295 (232 - 1) can be stored. Below are the integers 1 to 5 stored as four-byte values (each row represents one integer).

0 : 00000001 00000000 00000000 00000000 | 1

4 : 00000010 00000000 00000000 00000000 | 2

8 : 00000011 00000000 00000000 00000000 | 3

12 : 00000100 00000000 00000000 00000000 | 4

16 : 00000101 00000000 00000000 00000000 | 5

This may look a little strange; within each byte (each block of eight bits), the bits are written from right to left like we are used to in normal decimal notation, but the bytes themselves are written left to right! It turns out that the computer does not mind which order the bytes are used (as long as we tell the computer what the order is) and most software uses this left to right order for bytes.[7.3](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot6180)

Two problems should immediately be apparent: this does not allow for negative values, and very large integers, 232 or greater, cannot be stored in a word of memory.

In practice, the first problem is solved by sacrificing one bit to indicate whether the number is positive or negative, so the range becomes -2,147,483,647 to 2,147,483,647 ( ![$\pm 2^{31} - 1$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAAiBAMAAAGFvpkUAAAAMFBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqqIiIhmZmb///9EREQAAAAiIiK7u7uFFmUdAAAAAXRSTlMAQObYZgAAAPNJREFUOI3tkb8OAUEQh6/xCCoPoNDoRasRKqU38Ai8wSUKL6G9kyPhZ72AKCg0k4kHkYi5u8GujX+JqGwxO/vlm9m9uQCyosCA0kiYREFObjFAXwLXYPSooU+5km5MKt/K3CxNupfkqInsLImhtAXIkV8l9hWEMSbZO4BYCTqD5cFxeiW3yu/zDfIAzPdLGyQ7NPTYzsBqhpUCk5dEi70hG8TZgWXUCsLrHQIMc5GvgNfvPuzn4H75I3xqTDGC/up7Q2jcK1SwqbpGuW4ZMmUa4oTE6WEyQ2bIvAUWR/8RxuqBWegLjpGEKPlGq/np1/4NRGcjqC4PrnC0HQAAAABJRU5ErkJggg==)).

The second problem, that we cannot store very large integers, is an inherent limit to storing information on a computer (in finite memory) and is worth remembering when working with very large values. Solutions include: using more memory to store integers, e.g., two words per integer, which uses up more memory, so is less memory-efficient; storing integers as real numbers, which can introduce inaccuracies (see below); or using arbitrary precision arithmetic, which uses as much memory per integer as is needed, but makes calculations with the values slower.

Depending on the computer language, it may also be possible to specify that only positive (unsigned) integers are required (i.e., reclaim the sign bit), in order to gain a greater upper limit. Conversely, if only very small integer values are needed, it may be possible to use a smaller number of bytes or even to work with only a couple of bits (less than a byte).

**7.4.3.2 Real numbers**

Real numbers (and rationals) are much harder to store digitally than integers.

Recall that *k* bits can represent 2*k* different states. For integers, the first state can represent 0, the second state can represent 1, the third state can represent 2, and so on. We can only go as high as the integer 2*k* - 1, but at least we know that we can account for all of the integers up to that point.

Unfortunately, we cannot do the same thing for reals. We could say that the first state represents 0, but what does the second state represent? 0.1? 0.01? 0.00000001? Suppose we chose 0.01, so the first state represents 0, the second state represents 0.01, the third state represents 0.02, and so on. We can now only go as high as 0.01 x (2*k* - 1), *and* we have missed all of the numbers between 0.01 and 0.02 (and all of the numbers between 0.02 and 0.03, and infinitely many others).

This is another important limitation of storing information on a computer: there is a limit to the **precision** that we can achieve when we store real numbers. Most real values cannot be stored exactly on a computer. Examples of this problem include not only exotic values such as transcendental numbers (e.g., ![$\pi$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANBAMAAAEc9XLaAAAAKlBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqqIiIj///8AAAAiIiK7u7vSYW9yAAAAAXRSTlMAQObYZgAAAEtJREFUCJljWMWwkmEVCK5iWGvFsGoBCC0Ck6tWgQjp3UBixS4YF0FUb1/AsAzM0vICElZaYAkQwKQXqIjwgvlLtKLA9BqvjatWAQClxDq9mqzEdAAAAABJRU5ErkJggg==) and *e*), but also very simple everyday values such as ![$\frac{1}{3}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAjBAMAAAEhUxacAAAALVBMVEXd3d13d3dVVVXu7u4zMzPMzMwRERGqqqqIiIhmZmb///9EREQAAAAiIiK7u7t5IERwAAAAAXRSTlMAQObYZgAAAGxJREFUGJVjWMWwimEJwypUCEGvwOQChtULQCQQLYMxoGgVnFhzCs6VAhJmu1Bk0Yg9YB1wYs8rFNmeKCCxGESsugUk5kThMwpKgAAyvQaNtkGRX3PmzJlTyOqXrGqEyO9RANO1q96imkcMDQCz5aum4r/ADgAAAABJRU5ErkJggg==) or even 0.1. This is not as dreadful as it sounds, because even if the exact value cannot be stored, a value very very close to the true value can be stored. For example, if we use eight bytes to store a real number then we can store the distance of the earth from the sun to the nearest millimetre. So for practical purposes this is usually not an issue.

The limitation on numerical accuracy rarely has an effect on stored values because it is very hard to obtain a scientific measurement with this level of precision. However, when performing many calculations, even tiny errors in stored values can accumulate and result in significant problems. We will revisit this issue in Chapter [11](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/node75.html#chapter:scripting). Solutions to storing real values with full precision include: using even more memory per value, especially in working, (e.g., 80 bits instead of 64) and using arbitrary-precision arithmetic.

A real number is stored as a **floating-point** number, which means that it is stored as two values: a **mantissa**, *m*, and an **exponent**, *e*, in the form *m* x 2*e*. When a single word is used to store a real number, a typical arrangement[7.4](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5411)uses 8 bits for the exponent and 23 bits for the mantissa (plus 1 bit to indicate the sign of the number).
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The exponent mostly dictates the range of possible values. Eleven bits allows for a range of integers from -127 to 127, which means that it is possible to store numbers as small as 10-39 (2-127) and as large as 1038 (2127).[7.5](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5422)

The mantissa dictates the precision with which values can be represented. The issue here is not the magnitude of a value (whether it is very large of very small), but the amount of precision that can be represented. With 23 bits, it is possible to represent 223 different real values, which is a lot of values, but still leaves a lot of gaps. For example, if we are dealing with values in the range 0 to 1, we can take steps of ![$\frac{1}{2^{23}} \approx 0.0000001$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAjBAMAAAEi5Bi0AAAALVBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqpmZmb///9EREQAAAAiIiK7u7vUd4tpAAAAAXRSTlMAQObYZgAAAVtJREFUSIntkr1OhEAQx6ktfABKYkJCzorEwt7EnJ6VFZXVFcRG7XgUKwQil7m9jYWVsfIjJitPcI9AfAh3doXdw70NkkuMifMFw58fwy44IC11eInDMEwdArDLmztHl1ZO8Lg3ncYOxJB53ki/Lo9z0KzhCDBhKXIG3dITS0869/P+5gxPklJYV+8zz9p3DNX2fXwM5ROhPtYAeRbsAzCM1olQ/Xki1RpDuVDLEVfXzc3f7W/1C6p9r4T60I+9wFDurqj5LQ/lX2zFczY5xK9BNO882aw+EVewOeWhXKiLaAa1hC8xWs8qwb4eu+tXtGXbDcJsqsX+omq1TaBscyi9P6hlNWV2xVq0aNCjtx2AAGABsJTVlDjq21oDKPznsfg1maymbNCqMaZNLcWzsZpSnxp9APX0qfSUr3WJ1ZRQvEg0ypKTbXp9PmSHZ/HPKIXScTAUHWb/aD/0ExiwLgADzCOBAAAAAElFTkSuQmCC), which means that we cannot represent any of the values between 0.0000001 and 0.0000002. In other words, we cannot distinguish between numbers that differ from each other by less than 0.0000001. If we deal with values in the range 0 to 10,000,000, we can only take steps of ![$\frac{10,000,000}{2^{23}} \approx 1$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF8AAAAmBAMAAAEnSGpZAAAAMFBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqqIiIhmZmb///9EREQAAAAiIiK7u7uFFmUdAAAAAXRSTlMAQObYZgAAAWxJREFUOI3tUztOxDAQdR/lBBFUSBQrqEErOiSKhRNszQnYM9BQUtLT0ARvsnzGI9FnkSKaLUzEAWgo6FKAfySx1w6LhETDS5yJ582bFycOAQUCwDlMRaAA+6RJWgFRhVwWuRyDhziNWZtLxKAjNUkBrGozqTqwGcYYEiRFo6nEYVwTVUJRM68vejKyG6w4CT6BT8IrVKNDIJ/fsyIm5ZUYrIDsCQauiYJLfNTc54F21tvq14m0h3hMS4ijuViaGHHUEij2Av962uYmQNxw2eqtzFWrsW7FJrJAm1+rssSospOGsNBVAKwd1xS8ikl06V3gLLTyvSJALOGPicqPMvjNf2rRK0CYXpyDuuzeDcUJJqq0VyAPdeFyL3AwUaVbZOtGcLSqA1prOADfrcROtr1xO2wEGHiBGjzsoEEXA7ZIeh06yGET0jOY1e670diqnpccTmk1PnQdunAE7zRQFxJ8j3/BaoLeneT5RT8BBZsjOTaM6hYAAAAASUVORK5CYII=), so we cannot distinguish between values that differ from each other by less than 1.

Below are the real values 1.0 to 5.0 stored as four-byte values (each row represents one real value). Remember that the bytes are ordered from left to right so the most important byte (containing the sign bit and most of the exponent) is the one on the right. The first bit of the byte second from the right is the last bit of the mantissa.

0 : 00000000 00000000 10000000 00111111 | 1

4 : 00000000 00000000 00000000 01000000 | 2

8 : 00000000 00000000 01000000 01000000 | 3

12 : 00000000 00000000 10000000 01000000 | 4

16 : 00000000 00000000 10100000 01000000 | 5

For example, the exponent for the first value is 0111111 1, which is 127. These exponents are “biased” by 127 so to get the final exponent we subtract 127 to get 0. The mantissa has an implicit value of 1 plus, for bit *i*, the value 2-*i*. In this case, the entire mantissa is zero, so the mantissa is just the (implicit) value 1. The final value is 20 x 1 = 1.

For the last value, the exponent is 1000000 1, which is 129, less 127 is 2. The mantissa is 01 followed by 49 zeroes, which represents a value of (implicit) 1 + 2-2 = 1.25. The final value is 22 x 1.25 = 5.

When real numbers are stored using two words instead of one, the range of possible values and the precision of stored values increases enormously, but there are still limits.

**7.4.4 Case study: Network traffic**

The central IT department of the University of Auckland has been collecting network traffic data since 1970. Measurements were made on each packet of information that passed through a certain location on the network. These measurements included the time at which the packet reached the network location and the size of the packet.

The time measurements are the time elapsed, in seconds, since January ![$1^{\rm st}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAATBAMAAAH+krsTAAAALVBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqpmZmb///9EREQAAAAiIiK7u7vUd4tpAAAAAXRSTlMAQObYZgAAAHVJREFUCJljWLWAAY6WQBirVsHxQhC9jgtZDEqxIfF0ToGoM2AAEVwAp3xXrdICUmuWLjsFohYtPwOiIHJQ6swuJA1gQw5AjUY2CwhWQDjqNqsWnbknfgYiAzTkXcOaVTDO2jtFK0/CZRAG+Hihm4awDgIOAAAzb5fgaJC65gAAAABJRU5ErkJggg==) 1970 and the measurements are extremely accurate, being recorded to the nearest 10,000![${}^{\rm th}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAEBS5DSAAAAIVBMVEXd3d2ZmZl3d3cRERGqqqqIiIhmZmb///8AAAAiIiK7u7tVtr5kAAAAAXRSTlMAQObYZgAAAFlJREFUCJljKGeoYChngJLtDOXlmAhIFLZ3pgOlu9oh3A4ggLDAREn58nKG4vYIoCkgbllShzqSLKoOmFBhF5hRVF4OYQB1tha0gxgc5e3l7eUoinExOqAAAFapS20EXVbGAAAAAElFTkSuQmCC) of a second. Over time, this has resulted in numbers that are both very large (there are 31,536,000 seconds in a year) and very precise. Figure [7.2](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/node55.html#figure:networktext) shows several lines of the data stored as plain text.

|  |
| --- |
| 1156748010.47817 60  1156748010.47865 1254  1156748010.47878 1514  1156748010.4789 1494  1156748010.47892 114  1156748010.47891 1514  1156748010.47903 1394  1156748010.47903 1514  1156748010.47905 60  1156748010.47929 60  ... |
| **Figure 7.2:** Several lines of network packet data as a plain text file. The number on the left is the number of seconds since January 1${}^{\rm st}$ 1970 and the number on the right is the size of the packet (in bytes). |

By the middle of 2007, the measurements were approaching the limits of precision for floating point values.

The data were analysed in a system that used 8 bytes per floating point number (i.e., 64-bit floating-point values). The IEEE standard for 64-bit or “double-precision” floating-point values uses 52 bits for the mantissa. This allows for approximately[7.6](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5451) 252 different real values. In the range 0 to 1, this allows for values that differ by as little as ![$\frac{1}{2^{52}} \approx 0.0000000000000002$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALoAAAAjBAMAAAGmTj3fAAAALVBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqpmZmb///9EREQAAAAiIiK7u7vUd4tpAAAAAXRSTlMAQObYZgAAAW1JREFUSIljWIUEGFA4S1etqsIug4uzAI3TtWp5OQQcwKds9SpsAEUVmgQXyTqwA/zii7PMUME1iPiaVadQwUKGtctBElqLUEEMefZSLo4DoIZDIQjhgUsOgdWfAeIVvh5AXwMRPrhqAVh9yRotsPrF64AIH1zVBVZ/bE0UCe5fc4ps/44M9atPkWg+TP2iKiDCB1dWoahfthiI8MFVy8HuOQdUa6W0eBXhBLQU1b8E1b8CqV+zSx1i/joQwgeXLQSql0nMWgDz71r8/l1zGGR+5S0dUsJzGfGhD1Zvs4s09SSBUfVUBXQxfQ19TX/tEgclycViC4JgpvtADV2yp8hr1SIg49aqtVCSfLwGPdyBBjvVmKwClURroCS5eNWqeUDT15yBAWS3V4HdDiLJxasyYOG+ZrrU0nWnkN3+FBhya8Ekudhj1UKQ6UtXqb9cd2vJg1dUTCxQAHZ7G/XNRZj+ZBEtTacdGDV9OJoOAPnsUqNbJ2MvAAAAAElFTkSuQmCC), but when the numbers are very large, for example on the order of 1,000,000,000, it is only possible to store values that differ by ![$1,000,000,000 \times \frac{1}{2^{52}}
\approx 0.0000002$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOwAAAAjBAMAAAESRMvQAAAAMFBMVEXd3d2ZmZl3d3dVVVXu7u4zMzPMzMwRERGqqqqIiIhmZmb///9EREQAAAAiIiK7u7uFFmUdAAAAAXRSTlMAQObYZgAAAptJREFUWIXtVj+LE0EUXwQrC+2DTTgIMmUgFsFCuIAQPRGuS2ERSJMqh3DFIn6AfAQ/gMWJ7L9koi+TNNcFQU5QcC6fILXVnuK8+ZOb2b3dYAg25v14ycy83+/ezNuX2fPANQ/iuh6O43r9ocf0jEO0Aoi9HL90HnjQ6+tx3Ov1Au9BtXb6+tRf3AOoVqtf8vzSOcA0F+acm/mZ+mK4Jiyv7tuTfHhD7g1hdlO40WhAt9stCuPmGWOQOn9pHniMUUohiqK3hJAEwh6u+1Qa2/XOdxguNw9C8VmTABhIQOQjNGNdpZrhKbwzrcUlmITkI0YJEePPqeiyiDSRpHkKHaVNmwiI5whRZTmASQtjl2IHUps2NU+hX0FtpDdV0d/EPhT9EPHC85ZbfFlWq+1tr83aokR7BLlepBVEljowPInkQmhFE8ZjBF6YCIBmH5GRCoLiKczGSpvpY92vcDDCtaXwydGTa54mBaXawDlqVhvqPbu/AVDdDtPHqHnFiMwrCIqn2UOhXS58OEF85KpWFChBwCIBmHWoYEk7AcVTGC3lMzIV1b+f0K3RN9YpfEYb7E5xaJOW8e21ZbbX/hvt/5mWb5W29kiO5uet1DjOrw5frv2GcElaRbEFtof920SeVr3VZwAr4zhfiRXjufC0DYm5yRKT9un3A3l5KIotyDi30uLVaFydga09H746fJGrHIGk9rWtqK7AFX9KrbRU7MQ4zn2xX+P5cPBelnppjFunVRRb4IjHQ9VSz9pwn8D8WNRee3gB8FM8U+OZsHjdHUPL/C/zYwCdX/ZpJWVlC2xPhuI2N53su/WimfplwtfWid6c/Ybnd4viBabT3nJXA+LOM2HbJtnX89+k3drmbbKZtPu0W9o+7T7tju0PvrKGZXoQBksAAAAASUVORK5CYII=). In other words, double-precision floating-point values can be stored with up to only 16 significant digits.

The time measurements for the network packets differ by as little as 0.00001 seconds. Put another way, the measurements have 15 significant digits, which means that it is possible to store them with full precision as 64-bit floating-point values, but only just.

Furthermore, with values so close to the limits of precision, arithmetic performed on these values can become inaccurate. This story is taken up again in Section [11.5.14](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/node80.html#section:networkprecision).

**7.4.5 Text**

Text is stored on a computer by first converting each character to an integer and then storing the integer. For example, to store the letter *`A'*, we will actually store the number 65; *`B'* is 66, *`C'* is 67, and so on.

A letter is usually stored using a single byte (8 bits). Each letter is assigned an integer number and that number is stored. For example, the letter *`A'* is the number 65, which looks like this in binary format: 01000001. The text *“hello”* (104, 101, 108, 108, 111) would look like this: 01101000 01100101 01101100 01101100 01101111

The conversion of letters to numbers is called an **encoding**. The encoding used in the examples above is called ASCII[7.7](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5467)and is great for storing (American) English text. Other languages require other encodings in order to allow non-English characters, such as *`ö'*.

ASCII only uses 7 of the 8 bits in a byte, so a number of other encodings are just extensions of ASCII where any number of the form 0xxxxxxx matches the ASCII encoding and the numbers of the form 1xxxxxxx specify different characters for a specific set of languages. Some common encodings of this form are the ISO 8859 family of encodings, such as ISO-8859-1 or Latin-1 for West European languages, and ISO-8859-2 or Latin-2 for East European languages.

Even using all 8 bits of a byte, it is only possible to encode 256 (28) different characters. Several Asian and middle-Eastern countries have written languages that use several thousand different characters (e.g., Japanese Kanji ideographs). In order to store text in these languages, it is necessary to use a **multi-byte** encoding scheme where more than one byte is used to store each character.

UNICODE is an attempt to provide an encoding for all of the characters in all of the languages of the World. Every character has its own number, often written in the form U+xxxxxx. For example, the letter *`A'* is U+000041[7.8](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5475)and the letter *`ö'* is U+0000F6. UNICODE encodes for many thousands of characters, so requires more than one byte to store each character. On Windows, UNICODE text will typically use two bytes per character; on Linux, the number of bytes will vary depending on which characters are stored (if the text is only ASCII it will only take one byte per character).

For example, the text *"just testing"* is shown below saved via Microsoft's Notepad in three different encodings: ASCII, UNICODE, and UTF-8.

0 : 6a 75 73 74 20 74 65 73 74 69 6e 67 | just testing

The ASCII format contains exactly one byte per character. The fourth byte is binary code for the decimal value 116, which is the ASCII code for the letter *`t'*. We can see this byte pattern several more times, whereever there is a *`t'* in the text.

0 : ff fe 6a 00 75 00 73 00 74 00 20 00 | ..j.u.s.t. .

12 : 74 00 65 00 73 00 74 00 69 00 6e 00 | t.e.s.t.i.n.

24 : 67 00 | g.

The UNICODE format differs from the ASCII format in two ways. For every byte in the ASCII file, there are now two bytes, one containing the binary code we saw before followed by a byte containing all zeroes. There are also two additional bytes at the start. These are called a byte order mark (**BOM**) and indicate the order (endianness) of the two bytes that make up each letter in the text.

0 : ef bb bf 6a 75 73 74 20 74 65 73 74 | ...just test

12 : 69 6e 67 | ing

The UTF-8 format is mostly the same as the ASCII format; each letter has only one byte, with the same binary code as before because these are all common english letters. The difference is that there are three bytes at the start to act as a BOM.[7.9](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot5488)

**7.4.6 Data with units or labels**

When storing values with a known range, it can be useful to take advantage of that knowledge. For example, suppose we want to store information on gender. There are (usually) only two possible values: male and female. One way to store this information would be as text: *“male”* and *“female”*. However, that approach would take up at least 4 to 6 bytes per observation. We could do better by storing the information as an integer, with 1 representing male and 2 representing female, thereby only using as little as one byte per observation. We could do even better by using just a single bit per observation, with “on” representing male and “off” representing female.

On the other hand, storing *“male”* is much less likely to lead to confusion than storing 1 or by setting a bit to “on”; it is much easier to remember or intuit that *“male”* corresponds to male. This leads us to an ideal solution where only a number is stored, but the encoding relating *“male”* to 1 is also stored.

**7.4.6.1 Dates**

Dates are commonly stored as either text, such as Feb 1 2006, or as a number, for example, the number of days since 1970. A number of complications arise due to a variety of factors:

**language and cultural**

one problem with storing dates as text is that the format can differ between different countries. For example, the second month of the year is called February in English-speaking countries, but something else in other countries. A more subtle and dangerous problem arises when dates are written in formats like this: 01/03/06. In some countries, that is the first of March 2006, but in other countries it is the third of January 2006.

**time zones**

Dates (a particular day) are usually distinguished from **datetimes**, which specify not only a particular day, but also the hour, second, and even fractions of a second within that day. Datetimes are more complicated to work with because they depend on location; mid-day on the first of March 2006 happens at different times for different countries (in different time zones). Daylight saving just makes things worse.

**changing calendars**

The current international standard for expressing the date is the Gregorian Calendar. Issues can arise because events may be recorded using a different calendar (e.g., the Islamic calendar or the Chinese calendar) or events may have occurred prior to the existence of the Gregorian (pre sixteenth century).

The important point is that we need to think about how we store dates, how much accuracy we should retain, and we must ensure that we store dates in an unambiguous way (for example, including a time zone or a locale). We will return to this issue later when we discuss the merits of different standard storage formats.

**7.4.6.2 Money**

There are two major issues with storing monetary values. The first is that the currency should be recorded; NZ$1.00 is very different from US$1.00. This issue applies of course to any value with a unit, such as temperature, weight, distances, etc.

The second issue with storing monetary values is that values need to be recorded exactly. Typically, we want to keep values to exactly two decimal places at all times. This is sometimes solved by using **fixed-point** representations of numbers rather than floating-point; the problems of lack of precision do not disappear, but they become predictable so that they can be dealt with in a rational fashion (e.g., rounding schemes).

**7.4.7 Binary values**

In the standard examples we have seen so far (text and numbers), a single letter or number has been stored in one or more bytes. These are good general solutions; for example, if we want to store a number, but we do not know how big or small the number is going to be, then the standard storage methods will allow us to store pretty much whatever number turns up. Another way to put it is that if we use standard storage formats then we do not have to *think* too hard.

It is also true that computers are designed and optimised, right down to the hardware, for these standard formats, so it usually makes sense to stick with the mainstream solution. In other words, if we use standard storage formats then we do not have to *work* too hard.

All values stored electronically can be described as binary values because everything is ultimately stored using one or more bits; the value can be written as a series of 0's and 1's. However, we will distinguish between the very standard storage formats that we have seen so far, and less common formats which make use of a computer byte in more unusual ways, or even use only fractional parts of a byte.

An example of a binary format is a common solution that is used for storing colour information. Colours are often specified as a triplet of red, green, and blue intensities. For example, the colour (bright) “red” is as much red as possible, no green, and no blue. We could represent the amount of each colour as a number, say, from 0 to 1, which would mean that a single colour value would require at least 3 words (12 bytes) of storage.

A much more efficient way to store a colour value is to use just a single byte for each intensity. This allows 256 (28) different levels of red, 256 levels of blue, and 256 levels of green, for an overall total of more than 16 million different colour specifications. Given the limitations on the human visual system's ability to distinguish between colours, this is more than enough different colours.[7.10](http://statmath.wu.ac.at/courses/data-analysis/itdtHTML/footnode.html" \l "foot6186)Rather than using 3 bytes per colour, often an entire word (4 bytes) is used, with the extra byte available to encode a level of translucency for the colour. So the colour “red” (as much red as possible, no green and no blue) could be represented like this:

00 ff 00 00

or

00000000 11111111 00000000 00000000

**7.4.8 Memory for processing versus memory for storage**